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Distribution and Consumption

of Child Sexual Abuse Materlal (CSAM)

The National Human Rights Commission (NHRC) s entrusted with the responsi
protecting and promoting human rights of all, including children, under t
Rights Act, 1993, In this regard, the Commission has been ¢

bility of
he Protection of Human

oncerned about the proliferation of Child

sexual Abuse Materlal (CSAM) and its impact on the human rights of children.

2 The tremendous Increase In the production,

be imperatively addressed as it may have a lasting psychological impact |

further disruption of his/ her overall development.

3} Recognizing the role of variou
Governments, Law Enforcement Agencies (LEAS),
this menace, the Commission hereby issues the
against Production, Distributio

Union/ State Government(s) and UT Administration(s) to protect the

digital environment.

4. All concerned authorities of the Uni

advised to Implement the recommendations contained in the Advisory,
an Action Taken Report (ATR) within two months for information
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of Child Sexual Abuse Materlal (CSAM)
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osed: Advisory for Protection of the Rights of Children against Production, Dlst
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on the child leading to

s national as well as international stakeholders, including
Internet intermedlaries and civil society in curbing
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D.0. R-32/2/2023-PRPP (RU-2) 28" May, 2024

Subject: Reminder secking ATR on Advisory for Protection of the Rights of Children
against Production, Distribution and Consumption of Child Sexual Abuse Material
(CSAM)' issued on 27" October 2023

Dear g{.{ ’

Please refer to the D.O. even no. dated 27/10/2023 reading the Advisory for Protection of
the Rights of Children against Production, Distribution and Consumption of Child Sexual Abuse
Material (CSAM)' issued by NHRC on 27" October 2023 (copy enclosed)

2 In Alignment with the issuance of the Advisory, the Commission, through the said letter
requested all concerned authorities of the Union/State Government(s)/UT Administrations to
implement the outlined recommendations and send an Action Taken report (ATR) within the
stipulated time to keep the Commission informed of their progress in implementing the advisory.
However, the Action Taken Report (ATR) on all the recommendations outlined in the advisory is
yet to be received by the Commission.

3. Given the importance of this matter, | kindly request your intervention in directing the
concerned authorities to expedite the process of implementing the Advisory. Furthermore, timely
submission of the Action Taken Report (ATR) within one month would greatly facilitate the
Commission in assessing the efficacy of the measures taken to ensure the Protection of the
Rights of Children against the Production, Distribution and Consumption of Child Sexual Abuse

Material (CSAM).

With regards,

Yours sincer
L) urs sincerely,

Lh i of Education
9@}9/ Rreq wierd/Min. \ MVW
e |

03 JUN 2024
Encl. As above: i \'ﬂ,/ QCANNED

(Anita Sinha)

Shri Sanjay Kumar
Secretary
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National Human Rights Commission

|
Advisory for Protection of the Rights of Children against Production, Distribution
f and Consumption of Child Sexual Abuse Material (CSAM)

Advancements In Informatlon and Communications Technology (ICT) provide optimal
conditions for creating an ecosystem that supports proliferation of Child Sexual Abuse
Material (CSAM). While role of the Internet in modern society is that of an
indispensable positive social force, It cannot be denied that in few areas, like child
sexual abuse, it has enabled significant harm. Production; distributionand»
consumption of CSAM is one of the most terrible forms of sexual abuse and
exploltation faced by children and, consequently, a grave violation of their human
rights. Statistics Indicate a colossal rise in the proliferation of CSAM across the globe.
According to the National Center for Missing and Exploited Children (NCMEC)
‘CyberTipline 2022 Report’, out of the 32 million reports received by NCMEC, 5.6
million reports pertained to CSAM uploaded by perpetrators based out of India. A
total of 1,505 instances of publishing, storing and transmitting CSAM under Section
678 of Information Technology (IT) Act, 2000 and Sections 14 and 15 of the Protection
of Children from Sexual Offences (POCSO) Act, 2012 had been reported In the year
2021,

Production of CSAM creates a permanent record of sexual abuse while its subsequent”
transmission and consumption via Internet and other means results in perpetual
victimization of children thereby having a lasting psychological impact on the child
leadiﬁg to further disruption of his/ her overall development@ggivg‘i,denﬂﬁcation‘i-'-
and blocking of CSAM contert, timely sharing of data ‘amang stakeholders and
expedited prosecution of offendersiis the need of the houriHowever, it is easler said
than done as the discourse surrounding the human rights and dignity of children is
Intertwined with issues relating to right to privacy of Individuals in the digital
environment. In this regard, the role of various national as well as‘International
stakeholders,  including governments law enfotcement agenmes, lntemet
intermediaries and civil somety, i5 lndtspensable in effectlvely collaboratlng and
curbing this menaczﬂ

The Government of India has ratified the United Nations Convention on the Rights of
the Child (1989) and its Optional Protocol on the ‘Sale of Children, Child Prostitution
and Child Pornography’ (2002). The Information Technology (IT) Act, 2000 and the
Information Technology (Intermediary Guidelines and Digital Media Ethics Code)
Rules, 2021 along with the Protection of Children from Sexual Offences (POCSO) Act,
2012 and the POCSO Rules, 2020, the Indian Penal Code, 1860 and the Juvenile Justice
(Care and Protection .of Children) Act, 2015 constitute the legal framework for
addressing  CSAM. The Government of India, 'through NCRB, has signed a
Memorandum of Understanding (MOU) with National Centre for Missing and
Exploited Children (NCMEC), a non-profit organisation in USA, for receipt of Cyber

i



A i S P | BT g S

= :
wﬂqnal Human Rights Commission®is mandated under Section 12 lof | the
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. Legal chal{enges and addressing the gaps i By

i
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Tipline Reports (CTRs) on CSAM from the latter. The CTRs received by NCRB' are
shared w!th the respective States/ UTs online via National Cybercrime Reportlng
Portal for further action. The Cyber Crime Prevention against Wamen and Children
(CCWC) scheme for capaclty building of Law Enforcement Agencies {LEAs) and' the
Indian Cyber Crime Coordination Centre (14C) scheme for coordinating compliances
undertakrng R&D activities and all-India drives against CSAM have been Iaunched
Lastly, 1he Supreme Court of India had constituted a committee of experts to assrst

and adwse it on feasibility of ensuring that CSAM and Rape/ Gang Rape (RGR) content
is not made avallable to general public. i "
|

rotection of Human Rights Act, 1993 to protect and promote human rlghts of all
persons, rnctudlng children. The Commission has endeavoured to protect the hur an.
rights of; ch:ldren in the dxprtal environment Now, the/ Commissron lssues the@

following ’Advrsory, consisting of four parts; to suppiement the efforts of [the =

Governmqnt in ensuring the protection of rights of children vis-a-vis proliferation of
online ﬁﬁtﬂ}art | deals with addressing legal gaps and issues of harmomzatron of
laws pe 3ining to CSAM. Part Il contains measures for monitoring and regulatlng
internet mtermedrarres including use of technology to monitor CSAM content onllne,
sharing of Informatnon and cooperation with the Government. Part II| pertalns to
creation of a speclalized mechanism of law enforcement for addressing CSAM as well
as strengthenlng the existing mechanism involved [n detection, lnvestlgatlon and
monitoring of CSAM Lastly, Part IV recommends measures for capacity bmlding and
training of ofﬂctalls, sensitization, awareness and support to survivors of CSAM.

Termmology

T ] I

a.) The phrase “Child Pornography” in Section 2(1) (da) of the POCSO Act‘ ZPIZ
should'be replaced with “Child Sexual Abuse Material” (CSAM). Terms like Tuse of
children in pornographic performances and materials”, “child sexu.al‘ahuse

material” and “child sexual exploitation material” to be preferred over “Child
Pornography

b.) The term "sexually explicit” needs to be defined under Section 67B of thellT &\ct
2000 to ensure prompt [dentification and removal of online CSAM. i l

Definition of Intermedlary The generic definition of “Intermediary” under Sectron 2
(w) of the IT Act, 2000 should expressly include Virtual Private Network (VPN) ¢ servrce
providers, Virtual Private Servers (VPS) and Cloud Service Providers to! avoid

amblguity and reinforce compliance of the CSAM related provisions of the IT‘Aclr by
them. . |




4. Inte;r'lxatlonal Treaty: Government of India (GOI) to pursue the adoption of UN draft
Conv?ntion on 'Countering the Use of Information and Communications
Technologies for Criminal Purposes’, containing provisions pertaining to addressing
CSAM and cyber grooming, by the General Assembly.

5. (Enhiaficing punishment: Considering the gravity of the offence, the current quantum
of pu;nlshment for offences pertaining to online CSAM under Section 14 of the
POCSQ Act and Sectlon 678 of the IT Act'(seven years or less) may be relooked or
exemlpt the application of Section 41A CrPC by making appropriate legisiative
changes.

6. . Certificate under Section 65B of the Indian Evidence Act: The requirement of Issuing
a certificate under Section 658 of the Indian Evidence Act, 1872 in online CSAM may
be relooked in cases relating to CSAM to prevent delay in Investigation.

1. Monitoring and regulatlng‘lﬁt‘er’t'm‘dl:iﬂé’é ;

I, Use of technology: Intermediaries, including Soclal Medla Platforms, Over-The-Top:
(OTT) applications and Cloud Service Providers, must deploy technology, Including
contént moderation algorithms, to proactively detect CSAM on their platforms and
remoye the same. Similarly, platforms using End-to-End Encryption services may be
mandated to devise additional protocols/ technology to monitor circulation of
CSAM. Failure to do so to invite withdrawal of ‘safe harbour’ clause under Section
79, IT Act, 2000.

2. CSAM specific policy:intermediarles be mandated to develop a CSAM specific policy
that ¢learly outlines user-friendly in-house reporting mechanism, notification of a
dedic:ated point of contact (the detalls of which may be adequately advertised),
standardized fesponse time (considering the speed of circulation of online CSAM)
and use of technology for detection and removal of CSAM from their respective
platf&rms. The said policy should be made In consultation with Government and

conveyed to the users by prominently displaying the same.

3. ' Remaval of CSAM: Considering the speed of circulation of online CSAM, the time
taken for removal of content tby Intermediaries after getting lnformation'from
appropriate government/ authorized agencies should not be more than 6 hours, as
against 36 hours under Rule 3 (1) (d) of the Intermediary Guidelines, 2021. Further,
de-indexed content must be removed every time it resurfaces without another
authorization for the same.

4, Pannérships: Intermedaries must explore having partnerships amongst themselves
to enable sharing of real time information pertaining to CSAM content detected on
their platforms in the same way as they share data for advertising. On recelpt of the
same:, the recipient intermediary must remove the said content. :

" 5. Information-sharing: Intermediarles’ should be directed to/'share ‘information:
regarding CSAM content detected on their respective platforms wlth *NCRB/any
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other GOI mandated authority. Presently, Intermediaries share CSAM content with
NCMEC, USA, which, in turn, shares it with NCRB. ;

Pop-up- messages: (SPs, web browsers and OTT players to ensure that pop-up
warning messages are displayed for searches related to CSAM.

Availabllity of records: ISPs to ensure maintenance of complete fﬁterﬁeffﬂ?éré:ol 3

Detail Record and IPDR (with destination Internet Protocol, IP/ Port) of specific

internet connections/ source IP/ destination IP, Moreaver, in case a ﬂ&yeﬂﬁer{smffs 7
~ from one IP to another, the earljer ISP should maintain the history pffl‘ntémet

conneq;tton fo,r@t‘leq"s_t@_,ne year. The ISPs should provide requisite data to LEl}s ina
I

reasona'ble time frame, particularly in cSAM related crimes. . |

KYC and availabllity of records; ISs and intermediaries to ensure compliance of KYC

norms.of their subscrivers and easy traceabllity and availability of records for dse by

LEAs in CSAM related crimes, kR e e i

Domain registration: Ensure compliance of KYC norms in the domain fegtstﬁ'éatiun
process. This be particularly applled to the registrants of .in domain names, Iﬁcl‘uding
entities; based abroad, Nix; (National Internet Exchange of India), which nf_alr]nains
the .in Registry, should develop a web portal enabling LEAs to easlly -acéeslls, the

registratfon detalls of .in domains. . |

. Quarantining posts to enable technology/ Artificial Intelligence (Al) to detect (:'.SAM
!

before publishing must be made mandatory,

S| : L0
.+ Certificate for digital evidence: Ensure Social Media Platforms, including thoﬁle based

abroad, provldé a certificate for producing Digital Evidence of online content'u/s 658
of the Indian Evidence Act, Presence of Social Media Intermediaries (SMIs) i;lw courts
during trial through Grievance Officer to be ensured, ' '

. Cooperation with the Government: Government of India should develop a yniform
format to seek data from Intermediaries which can be used by the LEAs, in

consultation with them. Grievance Officer of Intermediaries be held responsfbfe for
providing requlsite data as evidence to the LEAs in a time bound manner, instead of
seeking the same through the Mutual Legal Assistance process, : 1

Vi L | T LTI
- VPN Regulations: Since VPN allows obfuscation of identity of users, ISPs nay use

Deep Packet Inspection (DPI) to analyze the packets passing through their ‘etl%rﬁ’
to identffy the details of VPN users, which should be provided to the respective ILEAs,
particularly In cases relating to CSAM. Ensure compliance of the Notification dated
28.04.2022, titled ‘Directions under sub-section (6) of section 70B of the lTj Act,
2000, relating to Information security practices, procedure, prevention, rqsp:onse
and reporting of cyber incidents for Safe and Trusted Internet’ (VPN Regulations) by




& Ill,Detection, Investigation and monitaring of CSAM

|

i

|

I Speciélized State Police Units: Every State/ UT to have at least one Specialized state f
Police Unit for detection and Investigation of CSAM related cases and apprehension - \
of offzanderfs. The Government of [ndia to assist the setting up and equipping these 1‘
units, for instance, through grants under Modernization of State Police Forces (MPF) |
Scherﬁe, Police Technology Mission and Nirbhaya Fund.

2. Specialized Central Police Unit: A Specialized Central Police Unit in the GOl to deal
with {CSAM related matters, including detecting CSAM content, maintaining its
repos|i_torv, analyzing patterns, assisting Investigative agencies, initiating the process
for takedown of content and so forth be established. It should consist of experts in
identification and investigation of CSAM In order to focus on identifying and
apprehending CSAM offenders both in dark web and open web and developing‘ a
comprehensive and coordinated response of investigation and law enforcement
agencies towards monitoring, detection and investigation of CSAM.

3. Nodal Point: The proposed Specialized Central Police Unit should also act as a nodal
polnt, for collaboration with stakeholders, international cooperation, [laison with
LEASlOf states, coordination of all-india drives against CSAM, generation of
awargness and creation of deterrence. It will also keep a track of the natjonal
database of hash values of known CSAM and manage blocking of the same by
intermediaries.

4. Database of CSAM:

a.] A national database of CSAM with hash values of known CSAM be created by the
pro!posed Specialized Central Police Unit so that the required content be blocked
by lntermediaries. This should be maintained by the proposed Specialized (fentral
Pol?ce Unit.

b.) Thé proposed Specialized Central Police Unit must ensure collection of
diséggregated data pertaining to prevalence, trends, and patterns of CSAM,
involving gender, age, caste, ethnicity, or other socio-economic parameters to
bet&er understand the issue and inform policy-based interventions.

c.) NCBB receives Cyber Tipline Reports (CTRs) from the NCMEC, USA, which are
transmitted to the concerned state Police. This data be maintained in a structured
‘ forrn to enable search and analytics.

d.) Thé Central Bureau of Investigation (CBI) has access to the International Child
Sexual Exploltation (ICSE) database maintained by INTERPOL. Access of the same
may be shared with NCRB (since it already receives similar reports from NCMEC)
for forwarding the same to all state Police. :

Altérnatively, access to the ICSE database may be provided to all states for
reducing delays in investigation. However, as a prerequisite, the state Police may
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be required to ypt Up ICT enabled Spocializad State Police Units for CSAM I(elatcd
Investigations, ‘ |

e.) ThquntkmaI Database on Sex Offenders maintalnad by NCRB, MHA, be sxpanded

to Include CSAM offenders Lonvicted under Section 678, IT Act, 2000 and Sécuom
14.and 15, POCSO Act, 2012, ‘ [

f) A sépnraw dashboard on csAM related offences be Incorporated I thn: Inter
Opu‘mble. Criminal Justice System (ICIS)/ Crime and Criminal Tracking Network %

Svstlems (C'CTNS) database which |s used by NCRB for Investigation Tracking
System for Sexual Offoncos (1T550), "
|

3. Reporting Po'rtal.(www.cybercrlme.gov.ln): The requirement of uploading 4 valid
national 1D of the victim under the ‘Report and Track’ feature be dong dway with as
the Identity of the victims may not be known In many Instances, 5 '

el ) l

6. | Use of.,-téchnolog.y-*f

a.) The Specialized Central ang State Police Units should use technological fngthods
like: hotspot mapping, predictive policing, Geographic Information .iy"ste|  (GIS),
and ldentify resolution to Identify repeat offenders and alert potential v ctims of

| | |
online child sexual abuse, for instance, In cases of suspected anline grcl)omfng.

b.) Govlernmef;t to direct and incentlvize development of Indlgenous techr;o‘oglcal
tools to detect CSAM, for instance, by organizing hackathons or thrbug’m grants
under Modernization of State Police forces (MPF) Scheme, Police 'Te hﬁology
Misﬁlon and Nlrb}laya Fund. Pertinently, some cloud Application PJograrfnming
Interface (I\Pf) based software tools are being used by Intermediarles, iq'cl'uding,
CloUdFlair,[‘Safer, Google's Al tool, Griffeye, etc, to detect CSAM 6n! their
plétforms. ‘ \

¢.) Registrants of .in domain names be mandated to have In-byllt software for

proactively detecting CSAM before the same Is uploaded on the portal, ,'
: d) NCRB should develop software for auto-resolution of Ip Address, date alnd' time

‘ |
from Cyber Tipline Reports (CTRs) received by It from NCMEC, Unti then, c'mF may
cons’ider using forelgn software tools (ke the Internet Crimes Against Children
Child On-line Protection aystem (ICACCOPS) for monitoring CSAM. | "

Repository of 'software tools: Develop a national repository of sof!war_e 'tools,
lncludjﬁg tools for scanning of C5AM, extracting 1p address, etc., to be made
available for use by LEAs, Pertinently, the NCRB Is In the process of developing"g"tool
to add!ess manual scanning of CSAM because the latter can overwhel
fnvestigators,

the

[
|
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9. General Consent to CBI: It takes considerable time In receiving consent for CBI
investigation from the concerned State as there is no general consent to CBI for
investigation by most of the states, States should glve consent for investigation by
CBI of cases pertaining to online CSAM under the IT Act, 2000 and the POCSO Act,
2012,

10. Monitoring and evaluation: Mechanisms to continuously monitor and evaluate the
effectiveness of policy Interventions pertaining to CSAM be established by the
proposed Specialized Central Police Unit to identify gaps to enable Improvement of
the same,

IV, Capacity building, sensitization, awareness and victim support

. Training courses and sensitization of officials:

a.) The National Cybercrime Training Centre (CyTrain) portal to devise a training
course/ Standard Operating Procedure (SOP) for investigation and disposal of
CSAM related cases by LEAs, public prosecutors and judges. This should be
regularly upgraded with evolving technology.

b.) Officials of the state Police managling the CTRs be provided technical training to
handle the same.

c.) Police officials dealing wnth cases pertammg to CSAM te be imparted sensltrzatlon

. training on rights of children In the digital envir vironment, _ their  spefic
vulnerabilities on the Internet, the exten and emerging manifestations of CSAM

and the use of child-friendly procedures in mvestrgatron

d.) States to take up| capacity-building programmes for Police forces o effectively
address cyber crimes against children, incl uding cyber exploitation and CSAM.

2, Awareness and sensitization of parents, children: Schbols, colleges and institutions to

ensure continuous education and generation of awareness among students, parents
and teachers on the modus operandi of onhne child sexual abusers, specific
vulnerabilities of children online, reporting mechamsms recognizing early sfgnsaof

cnline child abuse and grooming through emotional and behavioural indicators, use of

parental control apps, Internet safety among children through different means, like
conducting workshops in schools, involving civil society, etc.

3. Cyber curriculum: Central and State Education Boards to draft and incorporate cyber
curriculum in schools, including cyber safety, personal safety, relevant child care’

legislation (Including Section 678, IT Act, 2000 and Sections 11, 13, 14 and 15, POCSO
Act, 2012}, national/ local policies and legal consequences of violating the same, etc,

4. Psycho-social care and support: Survivors of GSAM be provided support services and

opportunities for rehabllitation through various means, like partnerships with civil
society and other stakeholders, Psycho-soclal care centres may be established in every
district to facilitate need-based support services and organization of stigma

eradication programmes,




5. Lexiconin vernacular languages:

cyber

3.), Encourage development o er secur
so that people are well educated a

f lexicon In languages other tr
nd aware of the same,
b.) Lexicon used to search CSAM online be translated into vernacular languages. It

may be used to develop algorithms to detect CSAM shared online In vernacular
languages.

6. Recurring SMS services: SMS alerts to be sent to every moblle phone through Telecom
Service Providers every quarter/ month cautioning users about CSAM,

7. Chief Information Security Officers: The Chief Information Security Officers (CISOs) of

organizations should be sensitized to proactively identify cases where CSAM Is stored
or accessed in their respective organizations,

s¥se -

s . o —
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